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Question: What is the smallest subset of entries of the adjacency matrix necessary to uniquely determine a graph?

Answer: If we know the graph has a particular property 𝓟 (e.g. symmetry, hierarchy), we don’t need all entries

Node Embeddings for Representing Graph Structure

Naïve Loss

Hierarchy-Aware Loss

Conclusion

• Observing as few as 1% of the entries of the adjacency matrix uniquely identifies a hierarchy

• Box embeddings…
• have transitivity bias, allowing them to take advantage of the hierarchy-aware set
• converge faster with smaller, structurally-informed batches, to higher accuracy than vectors

Taxonomies are often available for machine learning data…

…but how do we make use of them?
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Transitivity bias allows us to train on 
minimal distinguishing set of edges

Box embeddings have transitivity bias!

∧ ∧

Randomly sampling label pairs is inefficient. Can we leverage the structure?

Transitivity Bias

Experiments: F1 between Hierarchy and Model’s Predictions
• Boxes (transitivity bias) vs Vectors (no transitivity bias)
• Sample positive edges from transitive reduction vs transitive closure
• Sample negative edges from minimal hierarchy-aware set vs edge complement

Box embeddings can take advantage of 
hierarchy-aware sampling

Hierarchy-aware sampling converges 
faster on large taxonomies

hierarchy-aware + boxes (ours)

hierarchy-aware + vectors

vectors

hierarchy-aware + boxes (ours)

hierarchy-aware + vectors

Distinguishing Digraphs via Signed Digraphs
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Transitive reduction of positive edges is sufficient


